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PROBLEMS IMPLEMENTING JIT IN
MAPLE PHARMACEUTICGALS

M. Faizanullah Khan
PAF-Karachi Institute of Economics &
Technology

Abstract

The title of my project is "PROBLEMS IMPLEMENTING JIT IN MAPLE PHARMACEUTICALS." JIT or 01
Just In Time is an inventory method in, which the objective is to produce goods just-in-time for use or sale. It is a Japanese
manufacturing management method developed in the 1970's. Since then non-Japanese organizations have started implementing

it. Initially it was develgped for a defect free process, but overtime it came to incorporate the concept of having just enough inventories

to get the work done. My project is about identifying problems that are causing difficulty in implementing JIT in Maple e i
Pharmacenticals because JIT can given them a competitive advantage.

Based on the literature reviews 1 found the two main problems with JIT implementation are suppliers and human resources. The
hypothesis for my final project are HO: Non-supplier participation results in no long-term relation ship with a vendor, H1: Long-
term vendor relationship is not possible because there is a lack of reliable suppliers & H3: JIT not a priority for some
pharmacenticals due to lack of knowledge/ training of management vis-g-vis workers.

The population I have chosen for my research project are the pharmacentical organizations in the city of Karachi. These organizations
have the resources to implement JIT. 1 have chosen around 5 organizations capable of implementing [IT. The population comes
to around 1500. For my research project I used convenience sampling. Chi-Square festing was also used. Questionnaires were
sent to the Supply Chain, Inventory, Purchasing and Production departments. 150 completed questionnaires in total were obtained
on, which data analysis was performed.

The first and second hypotheses were accepted because the variables under discussion are independent of each other, which mean
the null hypotheses were accepted. The third hypothesis was broken into management and workers. The management part of the
hypothesis was not accepted becanse the variables under discussion were dependent on each other, which neeans the null hypothesis
was rejected. The workers part of the hypothesis was accepted becanse the variables under discussion are independent of each other,
which mean the null hypotheses were accepted.

My results were consistent with my initial bypotheses except for the management part of the third hypothesis, in which the null
hypothesis was rejected. 1 can assume that management has the skills for JIT and it is a priority for them.

So in conclusion the first & second hypotheses were accepted, which means supplier participation is vital for J[IT implementation.

Without their cogperation [I'T is not possible. The third hypothesis was broken down to two parfs. One was for management |
and the other for the workers. The management bypothesis testing was not accepted indicating that management does not need
that much training for [IT implementation. However the worker hypothesis was accepted indicating worker training is required
Jor JIT implementation. This helped Maple Pharmaceuticals recognize two main problens, which can be solved based on their
skill set. 1t must be solved in stages and will require patience, compromise and attrition.
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Introduction

Pakistan has a very vibrant and forward-looking Pharma
Industry. At the time of independence in 1947, there
was hardly any pharma industry in the country. Today
Pakistan has about 400 pharmaceutical manufacturing
units including those operated by 25 multinationals
present in the country. The Pakistan Pharmaceutical
Industry meets around 70% of the country's demand
of Finished Medicine. The domestic pharma market,
in term of share market is almost evenly divided
between the Nationals and the Multinationals.

The National pharma industry has shown a progressive
growth over the years, particularly over the last one
decade. The industry has invested substantially to
upgrade itself in the last few years and today the
majority industry is following Good Manufacturing
Practices (GMP), in accordance with the domestic as
well as international Guidance. Currently the industry
has the capacity to manufacture a variety of product
ranging from simple pills to sophisticated Biotech,
Oncology and Value Added Generic compounds.

Although Pakistan 's pharmaceutical and healthcare
sectors are expanding and evolving rapidly, about half
the population has no access to modern medicines.
Clearly this presents an opportunity, but much more
work needs to be done by the government and
industry's stakeholders. The value of pharmaceuticals
sold in 2007 exceeded US$1.4bn, which equates to per
capita consumption of less than US$ 10 per year and
value of medicines sold is expected to exceed US$2.3
B by 2012.

Pakistan is a developing pharmaceutical market, with
a large population and economic progress evident, but
per capita drug spending was rather low at around
US$9.30 in 2007. Private spending accounts for 65%
of total healthcare expenditure sourced through out-
of pocket payments, international aid and religious or
charitable institutions. Pharmaceutical spending
accounts for less than 1% of the country's GDP,
comparable to levels in some neighboring countries
but above that in some of the South Asian countries.
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The forecast period is likely to witness the marginal
strengthening of the generics sector, albeit more in
terms of volumes than values. The share of generics
is also likely to increase further as major drugs come
off-patent in the near term, to the likely benefit of the
generics-dominated local industry.

The Pakistan pharma industry is relatively young in
the international markets with an export turnover of
over US$ 100 Million as of 2007. Pakistan Pharma
Industry boasts of quality producers and many units
are approved by regulatory authorities all over the
world. Like domestic market the sales in international
market have gone almost double during last five years.
The pharma industry is focusing to an Export Vision
of USD 500 Million by 2013. In the meantime, exports
are also likely to be boosted by new regional and global
opportunities.

The Pakistan Pharmaceutical Industry is a success
story, providing high quality essential drugs at affordable
prices to Millions. Technologically, strong and self
reliant National Pharmaceutical Industry is not only
playing a key role in promoting and sustaining
development in the vital field of medicine within the
country, but is also well set to take on the international
markets.

JIT or Just In Time is an inventory method in, which
the objective is to produce goods just-in-time for use
or sale. It is a Japanese manufacturing management
method developed in the 1970's. Since then non-
Japanese organizations have started implementing it.
Initially it was developed for a defect free process, but
overtime it came to incorporate the concept of having
just enough inventories to get the work done.

JIT allows an increase in an organizations ability to
compete with others and still remain relevant in the
long run. It is able to do so because JIT develops a
more optimal process for the organization. It also
reduces production costs through increased efficiency
within the production process; and it reduces waste
of materials, time and effort. There are also other
economic benefits such as lower inventory investment,
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(Wilkinson 1989: Buffa 1984) and large space savings
(Sage 1984); are among its visible outcomes. For
example, General Motors reduced its inventory level
by 17% within five years after applying a JI'T Production
System (Uribe 1986). In addition, JITPS has also
enhanced the production flexibility and employee
morale (Schonberg 1982; Buffa 1984).

By successfully implementing JIT an organization
reduce if not eliminate high scrap, losing market shares,
high levels of inventory, poor quality in products and
labor, long lead times and the existence of many
sources of waste in production processes (Salaheldin
and Francis, 1998). However JI'T implementation is
not possible changing peoples attitudes and work
habits.

Some of the pre-requisites of JIT are quick and
economic setups (to allow small lot sizes) and a uniform
production rate (to ensure schedule stability). These
conditions are presented by several authors (e.g,, Golhar
and Stamm, 1991; Zhu et al., 1994; Ahmad et al., 2004;
Schonberger, 2007), adding other elements such as a
pull control system, flexible employees, preventive
maintenance, upplier long-term relationships, and
quality circles. Golhar and Stamm (1991), conducted
an extensive literature review and identified four basic
principles of the Just-in-Time management philosophy:
(i) elimination of waste,

(ii) employee involvement,

(ii) supplier long-term relationships, and
(iv) total quality control.

Literature Review

Successful implementation of JIT produces significant
benefits for organizations like improving quality that
consistently and continually meets customers
requirements, minimizing levels of inventory and
improving relationship with suppliers (Aghazadeh,
2003), reducing the labor turn over rate, reducing
manufacturing lead times, reducing set-up time (Wafa
and Yasin, 1998), reducing operations and materials
handling costs & maximizing the use of space (Petersen,
2002).
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JIT also improves on-time receipt of material from
suppliers (Yasin et al., 2001), improving purchasing
function, improving preventive maintenance, increasing
worker participation, improving the quality and timing
of received material, full utilization of people,
equipment, materials and parts; & improving
competition while reducing paper work (Arnold and
Bernard, 1989; Crawford and Cox, 1991; Markham
and McCart, 1995; Vuppalapati et al., 1995; Alternburg
et al., 1999). Caution is needed because the arrival of
materials must be accurate and continuous plus the
use of backup inventories is necessary (Petersen, 2002).

Schermerhorn (1996) suggests that the effectiveness
of JIT implementation hinges on high quality supplies,
strong management commitment, a manageable
supplier network, geographic concentration, efficient
transportation and materials handling,

Lawrence and Lewis (1996) concluded in their study
of the use of JIT practices in Mexico that JI'T can be
used successfully in some Mexican manufacturing
firms. Furthermore, they found that there are three
groups of obstacles that hinder the implementation
of JIT in Mexican operations:

(1) Employee participation obstacles.

(2) Supplier participation obstacles.

(3) Obstacles to the managerial integration of the JIT

companies,

Gyampah and Gargeya (2001) conducted a study on
the implementation of just-in-time in manufacturing
firms in Ghana. They found that JIT firms differ from
non-[IT firms in terms of their efforts with set-up
time reduction, continuous quality improvements,
suppliers' partnership and employees' training. However,
there is no significant difference with regard to the
use of measurement systems.

Research shows that several modifications to existing
systems should be undertaken prior to JIT
implementation. First, is a modified approach by top
management which may include modifications such
as, designing an organization that integrates strategy
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with people to achieve the basic premise of JIT,
elimination of all types of waste, reducing specialization
and organization functions, creating project teams,
making everyone responsible for production of quality
products and services, developing management and
employees' commitment to continuous improvement
(Theng, 1993; and Chong et al., 2001); & integrating
people and organizational systems with hardware (Sim,

2001).

Second are engineering modifications that include
changing work center layout, combining several
operations to minimize the distance traveled, grouping
machines in cells, purchasing equipment with short
setup (Wafa and Yasin, 1998), responsibility for product
design, quality and reliability, using design of
experiments to improve quality while reducing costs,
seeking product standardization wherever feasible,
concentrating on continuous improvement in product
design (Theng, 1993), using total productive
maintenance (TPM) as an integral part of a JIT system
(Bamber et al., 2000) & analyzing the operations in
order to identify where standardization, simplifications
and automation are needed (Yasin et al., 2001).

Third is modifying the material flow through changing
inventory and order policies as well as production runs
policies, reducing the number of vendors (Wafa and
Yasin, 1998), stabilizing production schedules on a
daily or weekly basis, planning production from final
assembly, developing methods for estimating work-
in-process and idendfying why the company needs it
and then trying to reduce it regularly (Theng, 1993),
& establishing new procedures for dealing with suppliers
like defining the criteria for suppliers based on quality,
cost and timing (Yasin et al., 2001).

Fourthis that the implementation of JIT requires some
human resource modification efforts including training
employees to improve their job skills in technical
matters and problems solving (Wafa and Yasin, 1998),
changing from individual to group incentives that are
related to JIT accomplishment, reducing job
classifications, substituting mult-skilled jobs, increasing
flexibility of work reassignment, plus ensuring the
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ability to work overtime to complete daily schedules
(Theng, 1993), participation of employees in decision
making (Ramarapu et al., 1995), training of management
and employees to create an organizational culture
consistent with the JIT philosophy (Jin et al., 1994) &
building good relations with suppliers and improving
communications between management and employees
(Ramarapu et al., 1995; Yasin et al., 2001).

Works cited earlier by Celley et al. (1986); Klein (1988);
Billesbach (1991); Jin et al. (1994); Mazany (1995);
Wafa and Yasin (1998); and Yasin et al. (2001) have
identified several human resources barriers that may
hinder manufacturing companies implementing JIT
philosophy successfully; such as, lack of formal
training/education for management and workers; lack
of communications between workers and management;
management and employees resistance; a lack of
support from top management; lack of company JIT
expertise; lack of cooperation by suppliers to correctly
supply materials on schedule; lack of support from
production and material management; plus a lack of
support from supervisors/foremen.

Hypothesis

HO: Non-supplier participation results in no long-term
relation ship with a vendor.

H1: Long-term vendor relationship is not possible
because there is a lack of reliable suppliers.

H2: JIT not a priority for some pharmaceuticals due
to lack of knowledge/training of management vis-a-
vis workers.

Methodology
Sampling

The population I have chosen for my research project
are the pharmaceutical organizations in the city of
Karachi. These organizations have the resources to
implement JIT. T have chosen around 5 organizations
capable of implementing JIT. The population comes
to around 1500.
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Methodologies, Assumptions & Procedures
For my research project I will be using convenience sampling,
Using percentage Method.

Data

n=>72
Z =95% or1.96

P =25% or0.25
E =7% or 0.07

n=Z"2[P (1-P
E2

n=1.96"2[0.25 (1-0.25)]
0.0772

n=238416[0.18735]

0.0049
n=3.8416[0.1875]
0.0049
n= 147 i
ANALYSIS
Hypothesis Intrepretation
HYPOTHESIS 0:
HO Non-supplier participation results in no long-term relation ship with a vendor.

Case Processing Summary

Cases |
Valid Missing
Percent N Percent

S It e E N EP R § 5 e
- - L e e e e

Reason 1) Non-supplier
participation. * Reason [ e e s v
2) Lack of control of 150 1000%)] 0 o]  0%|
| timing of overseas R, SOy ' e .
suppliers shipment. st s s A v R :F““ g

—————— _—

R B S
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Reason 1) Non-supplier participation. * Reason 2) Lack of control of timing of ov erseas suppliers shipment. Crosstabulation

- Reason 2) Lack of control of timing of overseas suppliers shipment.
Very Low Low Average High Very High
Importance | Importance | Importance | Importance | Importance Total
Reason 1) Very Low Importance  Count e 54, By s 5 3 2] oA
Non-supplier Expected Count | 10| 46 L 6.6 o 21.0
participation. % of Total 20%) - 53%| . 33%  2.0%: 1.3% 14.0%
Low Importance Count S r—) T s 2 I it ) S 41
Expected Count | - ¥ — ) 104 | 128 68| 41.0
% of Total 0% )  93%| - 80%) . 67% " 33%) 27:3%
Average Importance  Count — it 7 B U . E‘Qg‘ 4 42
Expected Count o~ 1| vag XN SR () ) ——— “?92 70| 420
% of Total 0% 47%|  73%| - 133% 27%|  280%
High Importance Count 5 1) g . e s .14 39
Expected Count e B 8.6 99 T 65 39.0
% of Total 20%) 20% 4.7% 8.0% 9.3% 26.0%
Very High Importance Count - T b bl 2 0 7
Expected Count | = == 3 {5] “1.8 i) © ) —
% of Total — L T%) - 2o%m| 0 13%| 0% 4.7%
Total Count bl D -3 a8 a7 25 150
Expected Count ~- '?;g i 33.0 380 4_.7.0 250 150.0
% of Total 47% 22.0% 25.3% 31.3% 16.7%|  100.0%
Chi-Square Tests
' Asymp. Sig.
Value df (2-sided)
Pearson Chi-Square 40.139° 8|+ woena 2001
Continuity Correction| o | -
Likelihood Ratio . 41.753 v o NG ~.000
Linear-by -Linear ey -
Association 9240 — K 002
N of Valid Cases 150 i
a. 11 cells (44.0%) have expected count less than 5. The
minimum expected count is .33.
Symmetric Measures
Asymp.
Value | Std. Errof | Approx. P [Approx. Sig. |
Nominal by Phi R o] =S it e (e ma 1
Nominal Cramer's V -w;?Z'SB."*_fS';@i. MQZK‘ e “‘;“;éb‘k
N of Valid Cases j;f{%@ﬁﬁff.';j;i;“ et
a. Not assuming the null hy pothesis.
- b. Using the asy mptotic standard error assuming the null hy pothesis.
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Interpretation:

The statistics discussed here are designed to analyze
two nominal or dichotomous variables. Chi-square
(X2) or phi/Cramer's V are good choices for statistics
while analyzing two nominal variables.

Chi-square requires a relatively large sample size
because the expected counts in 80% cells should be
greater than 5, Fisher's exact test for 2x2 crosstabs
should be reported instead of chi-square for small
samples. Chi-square and the Fisher's exact test provide
similar information about relationships among variables;
however, they only tell us whether the relationship is
statistically significant. They do not tell the effect size
(i.e. the strength of the relationship).

Phi and Cramer's V provide a test of statistical
significance and also provide information about the
strength of the association between the two variables
and can be used as a measure of the effect size. If
there is a 2x2 cross tabulation, phi is the appropriate
statistic. For larger crosstabs (larger than 2x2), Cramer's
V is used.

Results:

Chi-square Tests table above is used to determine

there is a statistically significant relationship between
two dichotomous nominal variables. Pearson Chi-
Square was used for small samples or Fisher's Exact
Test was used to interpret the results of the test. They
are statistically significant (p < 0.05), which indicates
that the two variables under discussion are independent
to each other and both of them are correlated or have
an influence to each other.

The Symmetric Measures table as shown above
provides the strength of relationship or effect size.
The negative sign does not mean anything here because
it shows the direction of the association or effect size
of variable from variable to another. However, low
values here indicate weak association.

So on the basis of above explanation and results output
tables it is proven that Null Hypothesis is accepted
which means that the relationship or association does
not exist among the two variables but it is also a fact
highlighted by the test results that the association
however among them is weak to moderate.

HYPOTHESIS 1:

HO: Long term vendor relationship is not possible
because there is a lack of reliable suppliers.

Case Processing Summary

Cases

Valid

Missing Total

N Percent

Percent N

Percent

" i T

Reason 3) Lack of reliable

T

e —
R e e s :: "; i f;:.‘ﬁ__;-m

L i A e Y .~
. * . i 5’% M T b s 6 i iy
suppliers. * Reason4)Not} ¢ Pl e e e e 4 o o g
: B i+ 4 I 14,01 3t S et (ARG /A (R (o
haVIng a iOﬂg—term ki o L T B - . i
T L B e e G g e = T
sl t@@ﬂﬁ&#@‘&lﬁ-‘tﬂu@_ﬂﬁﬁ_&p@p ¥
reftionship with a vendor. e e e i T e b f S ]

S
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Reason 3) Lack of reliable suppliers. * Reason 4) Not having a long-term reltionship with a vendor. Crosstabulation

Reason 4) Not having a long -term reltionship with a vendor.
Very Low Low Average High VeryHigh
2 | Importance | Importance | Importance | Importance | Importance Total
Reason3) Verylowimportance Count Cereas i %) rranmamal [ S = S 3 9
Lackof Expected Count R e 'y —_ FPY-Y S— T -
re!lalll_le % of Total 0% - e F%) . 20%|l  20% 6.0%
suppliers.. “roy Importance Count T M i 5 | 8 8 o ] e i
Expected Count o 5 18 e 6.0 e P 54 280
% of Total _o%|  sow|  s3%]  20% 33% | 187% |
Average Importance  Count 5 O Y I 1) i L) g9l 51 |
Expected Count - a5 ih— - O 99| 510 ‘
% of Total RSN 8 s .. ) 1. 213% |  20% | 340% ,
High Importance Count Ll S . ) il e i 18 eBg
Expected Count o g T - ¥ 1.7 2?_5 i 106 | 55.0
% of Total _ 13%]  20%|  60%|  153%|  120% | 36.7%
Very High Importance Count ot ol 53] 1 S e i s 7
Expected Count [ © LT IS G474 Pt 14 7.0
% of Total = 0% 7% 0% 40%| o% |  47%
Total Count el ¢ 20 32 g i 29 150
ExpectedCount [ 204 200f 320 670  280| - 1500
% of Total 13% ... . 133% 213% | - 447% 19.3% |  1000%
= |
Chi-Square Tests
Asymp. Sig.
Value df (2-sided)
Pearson Chi-Square | 58.530° e (i .000 ,
Continuity Correction g | : prpe |
. . . ~ P ) 5 - | - i |
Likelihood Ratio 60.118 e T s e D) |
Linear-by -Linear — paeh g . |
31 . L2 — i | .007
Association & o S Fs———— ‘
N of Valid Cases e JOLL g .
a. 14 cells (56.0%) have expected count less than 5. The
minimum expected count is .09.
|
}
Symmetric Measures |
i
Asymp. |
Value Std. Errof | Approx. P | Approx. Sig. '
Nominal by Phi I 1 oy (oo W 5 1 B
i - 4 ey B - " y g
Nominal Cramer's V R ¥, I — e . .000
N of Valid Cases - mﬁ e ! [reterriots
i a. Not assuming the null hy pothesis. L
! b. Using the asy mptotic standard error assuming the null hy pothesis. [
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Interpretation:

The statistics discussed here are designed to analyze
two nominal or dichotomous variables. Chi-square
(.x‘z ) or phi/Cramer’s ["are good choices for statistics
while analyzing two nominal variables.

Chi-square requires a relatively large sample size
because the expected counts in 80% cells should be
greater than 5. Fisher’s exact test for 2x2 crosstabs
should be reported instead of chi-square for small
samples. Chi-square and the Fisher’s exact test provide
similar information about relationships among variables;
however, they only tell us whether the relationship is
statistically significant. They do not tell the effect size
(i.e. the strength of the relationship).

Phi and Cramer’s V provide a test of statistical
significance and also provide information about the
strength of the association between the two variables
and can be used as a measure of the effect size. If
there is a 2x2 cross tabulation, phi is the appropriate
statistic. For larger crosstabs (larger than 2x2), Cramet’s
[7is used.

3 RESEARCH

Results:

Chi-square Tests table above is used to determine
there is a statistically significant relationship between
two dichotomous nominal variables. Pearson Chi-
Square was used for small samples or Fisher’s Exact
Test was used to interpret the results of the test. They
are statistically significant (p < 0.05), which indicates
that the two variables under discussion are independent
to each other and both of them are correlated or have
an influence to each other.

The Symmetric Measures table as shown above
provides the strength of relationship or effect size.
The negative sign does not mean anything here because
it shows the direction of the association or effect size
of variable from variable to another. However, low
values here indicate weak association.

So on the basis of above explanation and results output
tables it is proven that Null Hypothesis is accepted
which means that the relationship or association does
not exist among the two variables but it is also a fact
highlighted by the test results that the association
however among them is weak to moderate.

HYPOTHESIS 2:

HO : JIT not a priority for some pharmaceuticals due to lack of knowledge/training of management vis-

a-vis workers.

Case Processing Summary

Cases
Valid Missing Total
N Percent N Percent N I Percent
Reason 6) Lack of formal| R R S A
training/education of R || i —
management. * Reason s e e
19) JIT not a priority . = e v e AT
Reason 13) Lack of | D e ‘E‘
formal training/education e f:é é’a e
of workers. * Reason 19) | T i
JIT not a priority . e ST T
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Reason 6) Lack of formal training/education of management.* Reason 19) JIT not
a priority.

Crosstab
Reason 19) JIT not a priofity
Very Low Low Average High Very Hgh
0 Importance | Importance | Im Importance | Importance Total
Reason 6} Lack of fomal  Very Low Importance  Court | S [ (el 3 o ean
training/education of Expected Court sy TR 29 23 o7l R R
RgemeL: % of Total R [ F 20%] 1% 20|  om| e
Low Importance Count e i 2 Ll e E O Tt s
Expected Count | o 2| " 30 . 82] " 7?5k ... 87] 0 a4l 30
% of Total PoamE o 3% 0 7aml - 53%| ¢ Ba%i - 1.3% 21.3%
Average Importance  Court . ,'GI Vo 8] Koz L T g 51
Expected Count w3 S4Bl e o8] . 18] - 438l 0 B4 5.0
% of Total P jmﬁ,“gg'mg Cg0% 12.7% . . 34.0%
Figh Impartance Count R B, T | (! e ) WSS (1} G
ExpectedCort | 31 44 Jxe]ee gl 128 50 47.0 |
% of Total 0%l 2% . 10.0% Gl ossmel o BT%| ¢ st
Very Hgh Importance  Court nean D bl T e g LT & i =3
Expected Cont [ ] = gh 98] o3 2] 11l 100
%o Totad | o] - % ol 20w - 2ow| 20w 67%
Total Count 8 il - T £ S - 4] 16 450
Expected Cant  [LECS L0 st 0L, =S5 aa o o 01 SRS 10} 180 1500
% of Total s el MR BT ) e 278% ) 107%|  1000%
Chi-Square Tests
Asy mp. Sig.
. i ; Value df (2-sided)
Pearson Chi-Square [ 26.603% 20| 147
. 3 A f o & E e . " 3
Continuity Correctionf | i
£ 3 A femini E- & _ﬁ&‘ i 5 y ’.31.
Likelihood Ratio e 2B e e PO b e v, OB,
H . w " ) :' R T '-&'w.__,___‘
Llnear-by'-anear 4866 P Sl e b e 3
Association . — i s
. S s » S = W&‘ SN
N of Valid Cases . L et et 1 A el

a. 19 cells (63.3%) have expected count less than 5. The
minimum expected count is .07.

Symmetric Measures

Asymp.
Sommaies Std. Errof | Approx. P | Approx. Sig.
Nominal by Phi T et ELo ) S| A
- - i g s TR A
1 e il e i N o rw& i ’
Nommal. Cramer's V ;g:;ﬁ_ﬁzﬁ:E‘—&f*:y_.,,;:;;&@%; e AT
N of Valid Cases ] 13 S et ‘;;f:;is; e
a. Not assuming the null hy pothesis.
b. Using the asy mptotic standard error assuming the null hy pothesis.
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Interpretation:

The statistics discussed here are designed to analyze
two nominal or dichotomous variables. Chi-square
(+2) or phi/Cramer’s |”are good choices for statistics
while analyzing two nominal variables,

Chi-square requires a relatively large sample size
because the expected counts in 80% cells should be
greater than 5. Fishet’s exact test for 2x2 crosstabs
should be reported instead of chi-square for small
samples. Chi-square and the Fisher’s exact test provide
similar information about relationships among variables;
however, they only tell us whether the relationship is
statistically significant. They do not tell the effect size
(i.e. the strength of the relationship).

Phi and Cramer’s V provide a test of statistical
significance and also provide information about the
strength of the association between the two variables
and can be used as a measure of the effect size. If
there is a 2x2 cross tabulation, phi is the appropriate
statistic. For larger crosstabs (larger than 2x2), Cramer’s
["1s used.

Results:

Chi-square Tests table above is used to determine

there is a statistically significant relationship between
two dichotomous nominal variables. Pearson Chi-
Square was used for small samples or Fisher’s Exact
Test was used to interpret the results of the test. They
are not statistically significant (p > (.05), which indicates
that the two variables under discussion are not
independent to each other and both of them are
correlated or have an influence to each other.

The Symmetric Measures table as shown above
provides the strength of relatdonship or effect size.
The negative sign does not mean anything here because
it shows the direction of the association or effect size
of variable from variable to another. However, low
values here indicate weak association.

So on the basis of above explanation and results output
tables it is proven that Null Hypothesis is rejected
which means that the relationship or association does
exist among the two variables but it is also a fact
highlighted by the test results that the association
however among them is weak to moderate.

Reason 13) Lack of formal training /education of
workers. * Reason 19) JIT not a priority.

Crosstab
Reason 19) JIT not a priority.
Very Low Low Average High Very High
Reason 13) Lack Very Low Importance Count 0 I-m n‘c;‘ lgoode) Z M% :
of _fo_rma! ‘ Expected Coun ol - Wi 2.0 1.6
eraxr;g:éucahon % of Total _0% 0% | 20%) 13%
Low Importance Count - - : g 10 13
Expected Counf 2 ":""" 3.1 L TN
% of Total N g T | P BT | 8.7%
Average Importance Count ) [ 4 e | ————
Expected Coun| 3| 44 135 11.0
% of Total 0% 2.7% 10.0% 87%
High Importance Count ] ] e I 5,
Expected Coun ey 1 - 46 b ¢&1‘..4‘3')' [ o 110
% of Total Sl 1A% 80%|.  33%
Very High Importance Count e | i one ™ PR | Sl ST |
Expected Coun| « :3. Eorned o L 4.0 = §
% of Total T 1| L o ey 3% |
Total ~ Count R ¥ SNEGEEY TS Sl 35
Expected Coun e %‘q; 14.0 7 ‘ 350 |
% of Total %) 93%)  287%|  233%|
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Chi-Square Tests

Asymp. Sig.
Value df (2-sided)

Pearson Chi-Square | = 35.287% 20| = .019
Continuity Correctiof ~ F . f
Likelihood Ratio | 37.331| 20| :;%9?11’
Linear-by -Linear | e B e =
il
N of ValidCases | 180 |

a. 19 cells (63.3%) have expected count Iess than 5. The
minimum expected count is .05.

Symmetric Measures

Asymp. f

Value Std. ErroP Approx. P Approx Sig. | |

Nominal by Phi by et - 'é);léw |

Nominal Cramer's V i Tk vy ot st s -t v G |
N of Valid Cases &_iw_:iﬁﬂ_ _P:ﬁ i EM__ e | e S

a. Not assuming the null hy pothesis.

b. Using the asy mptotic standard error assuming the null hy pothesis.

Interpretation:

The statistics discussed here are designed to analyze
two nominal or dichotomous variables. Chi- square
(+%) or phi/Cramer’s [ are good choices for statistics
while analyzing two nominal variables.

Chi-square requires a relatively large sample size
because the expected counts in 80% cells should be
greater than 5. Fisher’s exact test for 2x2 crosstabs
should be reported instead of chi-square for small
samples. Chi-square and the Fishet’s exact test provide
similar information about relationships among vatiables;
however, they only tell us whether the relationship is
statistically significant. They do not tell the effect size
(i.e. the strength of the relationship).

Phi and Cramer’s V provide a test of statistical
significance and also provide information about the
strength of the association between the two variables
and can be used as a measure of the effect size. If
there is a 2x2 cross tabulation, phi is the appropriate
statistic. For larger crosstabs (larger than 2x2), Cramer’s
[ is used.
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Results:

Chi- -square Tests table above is used to determine
there is a statistically significant relationship between
two dichotomous nominal variables. Pearson Chi-
Square was used for small samples or Fisher’s Exact
Test was used to interpret the results of the test. They
are statistically significant (p < 0.05), which indicates
that the two variables under discussion are independent
to each other and both of them are correlated or have
an influence to each other.

The Symmetric Measutes table as shown above
provides the strength of relationship or effect size.
The negative sign does not mean anything here because
it shows the direction of the association or effect size
of variable from variable to another. However, low
values here indicate weak association.

So on the basis of above explanation and results output
tables it is proven that Null Hypothesis is accepted
which means that the relationship or association does
not exist among the two variables but it is also a fact
highlighted by the test results that the association
however among them is weak to moderate.
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Conclusions

Management Research contributes to knowledge in
the field of management. It also looks for solutions
to management problems. Market research is also
included in this as well as being a part of business
strategy. It is one of the tools used by industries to
gain a benefit.

Given that Maple Pharmaceuticals (Pvt) Ltd is an up
and coming company, it is looking for a competitive
advantage in order to compete with the established
pharmaceuticals organizations. For this purpose they
decided to implement JIT. As we all know 1/3 of
investment is tied in inventory, |IT allows those funds
to be freed up and used for productive purposes. In
the case of a pharmaceutical organization those funds
can be used for R&D, infrastructure, HR, new
equipment etc.

However before JIT can be implemented we must
identify the problems that exist with respect to
implementing JIT. Two main problems have been
identified in this respect. These are suppliers and
human resource training. Three hypotheses were created
and tested.

The first & second hypotheses were accepted, which
means supplier participation is vital for JIT
implementation. Without their cooperation JIT is not
possible. The third hypothesis was broken down to
two parts. One was for management and the other for
the workers. The management hypothesis testing was
not accepted indicating that management does not
need that much training for JIT implementation.
However the worker hypothesis was accepted indicating
worker training is required for JIT implementation.

The external forces and the external environment that
exists cannot be controlled, but supplier collaboration
and JIT training is possible. The scope of my final
project is to identify problems implementing JIT due
to the time constraints present. If Maple
pharmaceuticals requires solutions to the problems
identified than I am willing to work with them on it.
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Once the problems have been identified Maple
Pharmaceuticals can begin finding solutions. Once JIT
has been implemented the first advantage will be
increased sales as a result of lower production costs
due to JIT implementation. This will make their
products more successful, best price can be set for the
products. Besides this you can also find out what
products are being purchased and consumed by your
customers.

The second advantage will be business growth. By
reducing cost more money and resources can be
invested in activities that lead to business growth.
Business growth is necessary in today’s highly
competitive world because an organization cannot
survive without business growth.

The third and the most important advantage is customer
satisfaction. The final objective of Supply Chain
Management is customer satisfaction. By reducing cost
via JIT the price of products go down, which is one
of the things that lead to customer satisfaction.

In conclusion management research helped Maple
Pharmaceuticals recognize the two main problems
with regards to JIT implementation. Both the problems
can be solved, but it depends on their skill set. The
problems must be solved in stages because it cannot
be solved in one go. It will require patience, compromise
and attrition.

REFERENCES

Aghazadeh, S. (2003), “JIT inventory and competition
in the global environment: a comparative study of
American and Japanese values in auto industry”,
Cross Cultural Management, Vol. 10 No. 4, pp.
29-42.

Aladwani, A. (1999), “Implications of some of the
recent improvement philosophies for the
management of the information systems
organization”, Industrial Management and Data

Systems, Vol. 99 No. 1, pp. 33-9.




i

5

Alternburg, K., Griscom, D., Hart, J., Smith, F. and
Wohler, G. (1999), “Just-in-time logistics support
for the automobile industry”, Production and
Inventory Management Journal, Vol. 40 No. 2, pp.
59-66.

Arnold, U. and Bernard, K. (1989), “Just-in-time: some
marketing issues raised by a popular concept in
production and distribution”, Technovation, Vol.
9, pp. 401-30.

Bamber, C., Sharp, J. and Hides, M. (2000), “Developing
management systems towards integrated
manufacturing: a case study perspective”, Integrated
Manufacturing Systems, Vol. 11 No. 7, pp. 454-
61.

Billesbach, T. (1991), “A study of the implementation
of just-in-time in the United States”, Production
and Inventory Management Journal, Vol. 32 No.

3, pp. 1-4.

Browne, J., Harhen, ]. and Shivnan, ]. (1998), Production
Management Systems: An Integrated Perspective,
Addison-Wesley, London.

Celley, A., Clegg, W., Smith, A. and Vonderembse, M.
(1986), “Implementation of JIT in the United
States”, Journal of Purchasing and Materials
Management, Vol. 22 No. 4, pp. 9-16.

Chong, H., White, R. and Prybutok, V. (2001),
“Relationship among organizational support, JIT
implementation, and performance”, Industrial
Management & Data Systems, Vol. 101 No. 6, pp.
273-81.

Crawford, M. and Cox, F. (1991), “Addressing
manufacturing problems through the
implementation of just-in-time”, Production and

Inventory Management Journal, Vol. 32, pp. 33-
6.

Cua, O., McKone, E. and Schroeder, G. (2001),
“Relationships between implementation of TQM,

MARKET FORCES

RESEARCH 8 3

JIT, and TPM and manufacturing performance”,
Journal of Operations Management, Vol. 19 No.
6, pp. 675-94.

Draper, M. (1995), Managing in the 1990s: Just-In-
Time, Department of Trade and Industry, London.

Gupta, P. (1990), “A feasibility study of JIT purchasing
implementation in a manufacturing facility”,
International Journal of Operations & Production
Management, Vol. 10 No. 1, pp. 195-204.

Gyampah, K. and Gargeya, V. (2001), “Just-in-time
manufacturing in Ghana”, Industrial Management
& Data Systems, Vol. 101 No. 3, pp. 106-13.

Jin, H., Sandra, J. and Philip, J. (1994), “How do JIT
systems affect human resources management?”,
Production and Inventory Management Journal,
Vol. 35, 1st quarter, pp. 1-4.

Klein, ]. (1988), “The human costs of manufacturing
reform”, Harvard Business Review, Vol. 67 No. 2,
pp- 60-6.

Lawrence, J. and Lewis, H. (1996), “Understanding
the use of just-in-time purchasing in a developing
country: the case of Mexico”, International Journal
of Operations & Production Management, Vol.
16 No. 6, pp. 68-90.

Markham, S. and McCart, D. (1995), “The road to

successful implementation of just-in-time systems”,

- Production and Inventory Management Journal,
Vol. 36, 3rd quarter, pp. 67-70.

Mazany, P. (1995), “A case study: lessons from the
progressive implementation of just-in-time in a
small knitwear manufacturer”, International Journal
of Operations & Production Management, Vol.
15 No. 9, pp. 271-88.

Mehra, S. and Inman, A. (1992), “Determining the

critical elements of just-in-time implementation”,
Decision Sciences, Vol. 23 No. 1, pp. 160-74.

JULY 2012

ek el

—

A e

=

DOiE MK“—'-;‘G“W':@ 4 -l = L L
o i =, . B e s
TR RATAS R 4 b e e A e e : o

=

B
Chat T T R el IR A e Ay o by et

T = e T <,§».4§‘!\
: ¥ . S e S



g NUM 3 RESEARCH

Moras, R. and Dieck, A. (1992), “Industrial application
of just-in-time: lessons to be learned”, Production
and Inventory Management Journal, Vol. 33, pp.
25-9,

Norris, D. and Swanson, R. (1994), “Just-in-time
production systems: a survey of managers”,
Production and Inventory Management Journal,
Vol. 35, 2nd quarter, pp. 63-6. Ong, N. (1997),
“Productivity improvements for a small-made-to-
order-manufacturing environment”, Industrial
Management & Data Systems, Vol. 97 No. 7, pp.
251-7.

Petersen, P. (2002), “The misplaced origin of just-in-
time production methods”, Management Decision,
Vol. 40 No. 1, pp. 82-8.

Ramarapu, N., Mchra, S. and Frolick, N. (1995), “A
comparative analysis and review of JIT
implementation research”, International Journal
of Operations & Production Management, Vol.
15 No. 1, pp. 38-49.

Salaheldin, J. (2003), “TQM strategy implementation
in Egypt: a field-force analysis”, The TQM
Magazine, Vol. 15 No. 4.

Salaheldin, S. and Francis, A. (1998), “A study on MRP
practices in Egyptian manufacturing companies”,
International Journal of Operations & Production
Management, Vol. 18 No. 5/6, pp. 588-611.

Schermerhorn, J. (1996), Management, 5th ed., John
Wiley & Sons, New York, NY. Schonberger, R.
(1986), World Class Manufacturing: The Lessons
of Simplicity Applied, Free Press, New York, NY.

Sim, K. (2001), “An empirical examination of successive
incremental improvement techniques and
investment in manufacturing technology”,
International Journal of Operations & Production

~ Management, Vol. 21 No. 3, pp. 373-99.

Theng, P. (1993), “Overall approach to manufacturing

MARKET FORCES

management”, Manufacturing Management, Vol. 2
No. 5, pp. 31-7.

Vuppalapati, K., Ahire, S. and Gupta, T. (1995), “JIT
and TQM: a case for joint implementation”,
International Journal of Operations & Production
Management, Vol. 15 No. 5, pp. 84-94.

Wafa, A. and Yasin, M. (1998), “A conceptual
framework for effective implementation of JIT:
an empirical investigation”, International Journal
of Operations & Production Management, Vol.
18 No. 11, pp. 1111-24.

Walley, K. (2000), “TQM in non-manufacturing SMEs:
evidence from the UK farming sector”,
International Small Business Journal, Vol. 18 No.
4, pp. 46-61.

Yasin, M., Wafa, A. and Small, H. (2001), “Just-in-time
implementation in the public sector: an empirical
study”, International Journal of Operations &
Production Management, Vol. 21 No. 9, pp. 1195-
204.

Lawrence, J. and Lewis, H. (1996), “Understanding
the use of just-in-time purchasing in a developing
country: the case of Mexico”, International Journal
of Operations & Production Managemeﬁt, Vol.
16 No. 6, pp. 68-90.

Markham, S. and McCart, D. (1995), “The road to
successful implementation of just-in-time systems”,
Production and Inventory Management Journal,
Vol. 36, 3rd quarter, pp. 67-70.

Mazany, P. (1995), “A case study: lessons from the
progressive implementation of just-in-time in a
small knitwear manufacturer”, International Journal
of Operations & Production Management, Vol.
15 No. 9, pp. 271-88.

Mehra, S. and Inman, A. (1992), “Determining the

critical elements of just-in-time implementation”,
Decision Sciences, Vol. 23 No. 1, pp. 160-74.

JULY 2012




Moras, R. and Dieck, A. (1992), “Industrial application
of just-in-time: lessons to be learned”, Production

and Inventory Management Journal, Vol. 33, pp.
25-9.

Norris, D. and Swanson, R. (1994), “Just-in-time
production systems: a survey of managers”,
Production and Inventory Management Journal,
Vol. 35, 2nd quarter, pp. 63-6.

Ong, N. (1997), “Productivity improvements for a
small-made-to-order-manufacturing environment”,
Industrial Management & Data Systems, Vol. 97
No. 7, pp. 251-7.

Petersen, P. (2002), “The misplaced origin of just-in-
time production methods”, Management Decision,
Vol. 40 No. 1, pp. 82-8.

Ramarapu, N., Mehra, S. and Frolick, N. (1995), “A
comparative analysis and review of JIT
implementation research”, International Journal

of Operations & Production Management, Vol.
15 No. 1, pp. 38-49.

Salaheldin, J. (2003), “TQM strategy implementation
in Egypt: a field-force analysis”, The TQM
Magazine, Vol. 15 No. 4.

Salaheldin, S. and Francis, A. (1998), “A study on MRP
practices in Egyptian manufacturing companies”,
International Journal of Operations & Production
Management, Vol. 18 No. 5/6, pp. 588-611.

Schermerhorn, J. (1996), Management, 5th ed., John
Wiley & Sons, New York, NY.

Schonberger, R. (1986), World Class Manufacturing:
The Lessons of Simplicity Applied, Free Press,
New York, NY.

Sim, K. (2001), “An empitical examination of successive
incremental improvement techniques and
investment in manufacturing technology”,
International Journal of Operations & Production

MARKET FORCES

‘:@*‘—“g e

i
S

TENE
S §§“‘w f

RESEARCH 8 ER3

Management, Vol. 21 No. 3, pp. 373-99.
Theng, P. (1993), “Overall approach to manufacturing
management”’, Manufacturing Management, Vol.

2 No. 5, pp. 31-7.

Vuppalapati, K., Ahire, S. and Gupta, T. (1995), “JIT
and TQM: a case for joint implementation”,
International Journal of Operations & Production
Management, Vol. 15 No. 5, pp. 84-94.

Wafa, A. and Yasin, M. (1998), “A conceptual

framework for effective implementation of JIT:

an empirical investigation”, International Journal
of Operations & Production Management, Vol.

18 No. 11, pp. 1111-24.

Walley, K. (2000), “TQM in non-manufacturing SMEs:
evidence from the UK farming sector”,
International Small Business Journal, Vol. 18 No.
4, pp. 46-61.

Yasin, M., Wafa, A. and Small, H. (2001), “Just-in-time
Lrnplementauon in the public sector: an empirical
study”, International Journal of Operations &
Production Management, Vol. 21 No. 9, pp. 1195-
204.

Billeshbach T] 1991. A Study of Lmplementation of Justin
Time in the United State Production and Inventory
Control Society. Fall Church: V.A.

Buffa SE 1984. Meeting the Competitive Challenge
Manufacturing Strategy for US Companies. Irwin:
Homewood.

Callen JL, Facher C, Krinsky I 2000. Just —in- Time:
A Cross-Sectional Plant Analysis. International
Journal of Production Economics, (63): 277-301.

Chendall R 1991. Strategic Management Accounting
Communiqué. A presentation from the Australian
Society of Certified Practicing Accountants, 26:
1- 4.

JULY 2012

W @“"g@*w

e
Q%%‘ﬂ@ﬁ‘t_g



8 w13 RESEARCH

Cheng TC, Podosky A 1996. Just-in- Time
Manufacturing: An Introduction. New York:
Springer. Clouse V, Gupta YP 1999. Just-In-Time
and Trucking Industry. Production and Inventory
Management Journal, 31(4): 7-12.

Deshpande SP, Golhar DY 1995. HRM Practices in
Uniniozed and Nonunionized Candian JIT
Manufacturing Firms. Production and Inventory
Management Journal, (36): 15-19.

Ghosh T, Low A A1993. Factors Contributing to the
Success of Local SMEs- An Insight from
Singapore.

Journal of Small Business Entrepreneurship, 10(3):
33-46.

Gupta YP, Mangol WG, Lonial SC 1991. An Fmpirical
Examination of the Characteristics of JIT
Manufacturers and Non-Manufacturers.
Manufacturing Review 4(2): 78-86.

Hall RW 1989. The Maturing of JIT Manufacturing,
Paper presented in Seminar on JIT Just- in-Time.
America Library Production, 1987. pp. 35-38.

Hemandez A 1989. Just in Time Manufacturing: A
Practical Approach. New Jersey: Prentice-Hall,
Inc.

Hirano H 1988. JI'T Manufacturing: A Pictorial Guide
to Factory Design of the Future. Cambridge:
Productivity Press.

Horngren CT, Foster G 1987. JIT, Cost Accounting
and Cost Management Issues. Management
Accounting pp. 19-25.

Huge EC and Sipes JW 1989. Overcoming Cultural
Barriers to JIT. APICS Conference Proceedings,
The Library of American Production, 1986, pp.
56-60.

Imman RA, Mehra S 1990. The Transferability Just-

In- Time Concepts to American Small Business.
Interface, Mar-April 1990, pp. 30-37

Johnson RT, Ouchi WG 1974. Made In America
(Binder Japanese Management). Harvard Business
Review, Sep-Oct, 1974.

Mehra S, Inman AR 1995. Determining the Critical
Elements of Just-in-Time Implementation.
Decision Sciences, 23: 160-172.

Obi MO 1995. Productivity and National Development.
Paper Presented in a Symposium on National
Productivity held in Ilorin, Nigeria on the 21st of
February, 1995.

Sage 1. 1984. Just In Time: A Philosophy in
Manufacturing Excellence. London: Blackwell.
Schonberg R] 1982. The Transfer of Japanese &
Manufacturing management Approaches to US
Industry.

Academy of Management Review, 7: 479-487 Sohal
A, Ramsay L, Samson D 1993. JIT Manufacturing:
Industry Analysis and a Methodology for
Implementation.

International Journal of Operations and Production
Management, 13(17): 22-56.

Sugimori Y, Kusunoki K, Cho F, Uchikawa S 1992.
Toyota Production System and Kanban System:
Materialization of Just-in Time and Respect for
Human System. Pin and Needle National
Productivity Board, pp. 23-32.

Takeuchi H 1981. Productivity Learning from the
Japanese. California Management Review, 23(4):
12- 25.

Uribe T 1986. Design Procedures for Pull Production
Systems. Georgia, U.S.A.: Georgia Institute of
Technology.

Wheeler W A 1989. Future Implications of JIT on

21

MARKET FORCES JULY 2012 @
—
T S R TR T




22

i,
o i
L

Business Structure and Strategy. Paper presented in
Seminar on JIT . The Library of American
Production, 1988, pp. 147-151.

Wilkinson B1989. Power Control and The Kanban.
Journal of Management Studies, 26(1): 13-28.

Aghazadeh, S. (2003), “JIT inventory and competition
in the global environment: a comparative study of
American and Japanese values in auto industry”,
Cross Cultural Management, Vol. 10, No. 4, pp.
29-42.

Ahmad, A, & Mehra, S. & Pletcher, M. (2004), “The
perceived impact of JIT implementation on firms
financial/growth performance”, Journal of
Manufacturing Technology Management, Vol. 15,
No. 2, pp. 118-130.

Ahmed, S. & Hassan, M. & Taha, Z. (2004), “State of
implementation of TPM in Small and Medium
Industries: A survey study in Malaysia”, Journal
of Quality in Maintenance Engineering, Vol. 10,
No. 2, pp. 93-106.

Ahmed, N. & Tunc, E. & Montagno, R. (1991), “A
comparative study of US manufacturing firms at
various stages of just-in-time implementation”,
International Journal of Production Research, Vol.
29, No. 4, pp. 787-802.

Andijani, A. and Selim, S. (1996), “The practice of
production control techniques in the manufacturing
sectors in the Eastern Province of Saudi Arabia”,
International Journal of Production Economics,

Vol. 43, No. 2-3, pp. 251-259.

Bartezzaghi, E. & Turco, F. & Spina, G. (1992), “The
impact of the just-in-time approach on production
system performance: a survey of Italian industry”,
International Journal of Operations & Production
Management, Vol. 12, No. 1, pp. 5-17.

Billesbach, T. (1991), “A study of the implementation
of just-in-time in the United States”, Production

MARKET FORCES

e - o L TR . N
S e T A B e

e = = =i - . -
feomen, ‘&f"% e .§,‘§:’f&f i __;‘f e NG

RESEARCH VIE 8 3

and Inventory Management Journal, Vol. 32, No. 3,
pp- 1-4.

Buxey, G. and Petzall, S. (1991), “Australian automobile
industry: JIT production and labour relations”,
Industrial Management and Data Systems, Vol.
91, No. 1, pp. 8-9.

Celley, A. & Clegg, W. & Smith, A. et al. (1986),
“Implementation of JIT in the United States”,
Journal of Purchasing and Materials Management,
Vol. 22, No. 4, pp. 9-15.

Chandra, S. and Kodali, R. (1998), “Justification of
just-in-time manufacturing systems for Indian
industries”, Integrated Manufacturing Systems,
Vol. 9, No. 5, pp. 314-323.

Cheng, T. (1988), “The just-in-time production: a
survey of its development and perception in the
Hong Kong electronics industry”, Omega, Vol.
16, No. 1, pp. 25-32.

Clarke, B. and Mia, L. (1993), “JIT manufacturing
systems: use and application in Australia”,
International Journal of Operations & Production
Management, Vol. 13, No. 7, pp. 69 to 82.

Crawford, K. & Blackstone, J. & Cox, J. (1988), “A
study of JIT implementation and operating
problems”, International Journal of Production
Research, Vol. 26, No. 9, pp. 1561-1568.

Cua, K. & McKone, K. & Schroeder, R. (2001),
“Relationships between implementation of TQM,
JIT, and TPM and manufacturing performance”,
Journal of Operations Management, Vol. 19, No.
6, pp. 675-694.

Cusumano, M. and Takeishi, A. (1991), “Supplier
relations and management: a survey of Japanese,
Japanese-Transplant and U.S. auto plants”, Strategic
Management Journal, Vol. 12, No. 8, pp. 563-588.

Daniel, S. and Reitsperger, W. (1991), “Management

JULY 2012

N

L

'wa@e;ﬁ]



gt B i

8 =3 RESEARCH

control systems for JIT: an empirical comparison of ~ Handfield, R. (1993), “Distinguishing features of just-
Japan and the US”, Journal of International in-time systems in the make-to order/assemble-
Business Studies, Vol. 22, No. 4, pp. 603-617. to-order environment”, Decision Sciences, Vol.
24, No. 3, pp. 581-602.
Deshpande, S. and Golhar, D. (1995), “HRM practices
in unionized and non-unionized Canadian JIT  Handfield, R. and Withers, B. (1993), “A comparison

manufacturing firms”, Production and Inventory of logistics management in Hungary, China, Korea,

Management Journal, Vol. 36, No. 1, pp. 15-19. and Japan”, In: Whybark, D). and Vastag, G. (Eds),

Global manufacturing practices: a worldwide survey

Engstrom, T. & Jonsson, D. & Medbo, L. (1996), of practices in production planning and control,
“Production model discourse and experiences Elsevier, Amsterdam, pp. 213-232.

from the Swedish automotive industry”,
International Journal of Operations & Production ~ Hum, S. and Ng, Y. (1995), “A study on just-in-time

Management, Vol. 16, No. 2, pp. 141-158. practices in Singapore”, International Journal of
Operations & Production Management, Vol. 15, 23 ‘
Forza, C. (2002), “Survey research in operations No. 6, pp. 5-24.
management: a process-based perspective”,
International Journal of Operations & Production  Huson, M. and Nanda, D. (1995) “The impact of just-
Management, Vol. 22, No. 2, pp. 152-194. in-time manufacturing on firm performance in the = «
US”, Journal of Operations Management, Vol. 12,
Freeland, J. (1991), “A Survey of just-in-time purchasing No. 3-4, pp.297 to 310.

practices in the United States”, Production and
Inventory Management Journal, Vol. 32, No. 2, Im, J. and Lee, S. (1989), “Implementation of just-in- ‘

pp. 43-50. time systems in US manufacturing firms”,
International Journal of Operations & Production ‘
Gilbert, J. (1990), “The state of JIT implementation Management, Vol. 9, No. 1, pp. 5-14. ‘

and development in the USA”, International Journal
of Production Research, Vol. 28, No. 6, pp. 1099-  Inman, R. and Mehra, S. (1993), “Financial justification

1109. of JIT implementation”, International Journal of ‘
Operations & Production Management, Vol. 13. ,
Golhar, D. and Stamm, C. (1991), “The just-in-time No. 4, pp. 32-39. '

philosophy: A literature review”, International
Journal of Production Research, Vol. 29, No. 4, Kaynak, H. and Pagin, ]. (2003), “Just-in-time

\

pp. 657-676. purchasing and technical efficiency in the US ‘
manufacturing sector”, International Journal of ;

Gonzalez-Benito, J. and Spring, M. (2000), “JIT Production Research, Vol. 41, No. 1, pp. 1-14. ‘

purchasing in the Spanish auto components
industry. Implementation patterns and perceived Kumar, V. & Garg, D. & Mehta, N. (2004), “JIT

benefits”, International Journal of Operations & practices in Indian context: A survey” Journal of
Production Management, Vol. 20, No. 9-10, pp. Scientific and Industrial Research, Vol. 63, No. 8,
1038-1061. pp- 655-662.
Gyampah, K. and Gargeya, V. (2001), “Just-in-time  TLaosirihongthong, T. and Dangayach, G. (2005), “A £
manufacturing in Ghana”, Industrial Management comparative study of implementation of
and Data Systems, Vol. 101, No. 3, pp. 106-113. manufacturing strategies in Thai and Indian
MARKET FORCES JULY 2012

[ 4 EEEE e ST
!qu gt S WA R . 4TI B it e P st NG & i L L R . EeEE. e
[ S s 5 el N e TR, S R Gty G i g

e e i G R ks



automotive manufacturing companies”, Journal of
Manufacturing Systems, Vol. 24, No. 2, pp. 131-
143.

Lau, R. (2000), “A synergistic analysis of joint JIT-
TQM implementation”, International Journal of
Production Research, Vol. 38, No. 9, pp. 2037-
2049.

Lawrence, J. and Hottenstein, M. (1995), “The
relationship between JIT manufacturing and
performance in Mexican plants affiliated with US

~ companies”, Journal of Operations Management,
Vol. 13, No. 1, pp. 3-18.

Lawrence, ]. and Lewis, H. (1996), “Understanding
the use of just-in-time purchasing in a developing
country: the case of Mexico”, International Journal
of Operations & Production Management, Vol.
16, No. 6, pp. 68-90.

Lee, C. (1992), “The adoption of Japanese
manufacturing management techniques in Korean
manufacturing industry”, International Journal of
Operations & Production Management, Vol. 12,
No. 1, pp. 66-81.

Matsui, Y. (2007), “An empirical analysis of just-in-
time production in Japanese manufacturing
companies”, International Journal of Production
Economics, Vol. 108, No. 1-2, pp. 153-164.

Min, W. and Pheng, L. (2005), “Economic order
quantity (EOQ) versus just-in-time (JIT)
purchasing: an alternative analysis in the ready-
mixed concrete industry”, Construction
Management and Economics, Vol. 23, No. 4, pp.
409-422,

Monden, Y. (1998), Toyota Production Systems: an
integrated approach to just-in-time, Engineering
and Management Press, 3rd edition.

Mould, G. and King, M. (1995), “Just-in-time
implementation in the Scottish electronics

- MARKET FORCES

g . —
e WL

e
o aa B

L
S

o Sy
= D e B

i 4 T T R ] - G
) &a'_—‘_‘_ggg* T Caae N @34&"4ﬁ.§w’§"_§ T

*,&‘ﬁ“d‘rﬁ o g

RESEARCH ’ 8 NUI 3

industry”, Industrial Management and Data Systems,
Vol. 95, No. 9, pp. 17-22.

Nakamura, M. & Sakakibara, S. & Schroeder, R. (1998),
“Adoption of just-in-time manufacturing at US-
and Japanese-owned plants: some empirical
evidence”, IEEE Transactions on Engineering
Management, Vol. 45, No. 3, pp. 230-240.

Oliver, N. & Delbridge, R. & Lowe, J. (1996), “Lean
production practices: international comparisons
in the auto components industry”, British Journal
of Management, Vol. 7 (Special Issue), pp. S29-
S44.

Oral, E. & Mistikoglu, G. & Erdis, E. (2003), “JIT in
developing countries-a case study of the Turkish
prefabrication sector” Building and Environment,
Vol. 38, No. 6, pp. 853-860.

Pheng, L. and Min, W. (2005), “Just-in-time
management in the ready mixed concrete industries
of Chongging, China and Singapore”, Construction
Management and Economics, Vol. 23, No. 8, pp.
815-829.

Plenert, G. (1985), “Are Japanese production methods
applicable in the United States?”, Production and
Inventory Management Journal, Vol. 26, No. 2,
pp. 121-129. '

Polat, G. and Arditi, D. (2005), “The JIT materials
management system in developing countries ”,

Construction Management and Economics, Vol.
23, No. 7, pp. 697-712.

Power, D. and Sohal, A. (2000), “An empirical study
of human resource management strategics and
practices in Australian just-in-time environments”
International Journal of Operations & Production
Management, Vol. 20, No. 8, pp. 932-958.

Salaheldin, S. (2005), “JIT implementation in Egyptian
manufacturing firms: some empirical evidence”,
International Journal of Operations & Production

Management, Vol. 25, No. 4, pp. 354-370.

JULY 2012

e !

T

B W
i

g
SR e s



B SR -

oA e e e i

8 NUMI 3 RESEARCH

Salant, P. and Dillman, D. (1994), How to conduct
your own survey, New York, NY, John Wiley &
Sons.

Schonberger, R. (1982a), “Some observations on the
advantages and implementation issues of just-in-
time production systems”, Journal of Operations
Management, Vol. 3, No. 1, pp. 1-11.

Schonberger, R. (1982b), “The transfer of Japanese
manufacturing management approaches to U.S.
industry”, Academy of Management Review, Vol.
7, No. 3, pp. 479-487.

Schonberger, R. (2007), “Japanese production
management: An evolution-With mixed success”,
Journal of Operations Management, Vol. 25, No.
2, pp. 403-419.

Stiparavastu, L. and Gupta, T. (1997), “An empirical
study of just-in-time and total quality management
principles implementation in manufacturing firms
in the USA”, International Journal of Operations
& Production Management, Vol. 17, No. 12, pp.
1215 to 1232,

Toni, A. and Nassimbeni, G. (2000), “Just-in-time
purchasing: an empirical study of operational
practices, supplier development and performance”,
Omega, Vol. 28, No. 6, pp. 631-651.

Voss, C. (1984), “Japanese manufacturing management
practices in the UK”, International Journal of
Operations & Production Management, Vol. 4,
No. 2, pp. 31-38.

Voss, C. and Robinson, S. (1987), “Application of just-
in-time manufacturing techniques in the United
Kingdom”, International Journal of Operations
& Production Management, Vol. 7, No. 4, pp. 46-
32

Wafa, M. and Yasin, M. (1998), “A conceptual
framework for effective implementation of JTT”,
International Journal of Operations & Production
Management, Vol. 18, No. 11-12, pp. 1111-1124.

Wakchaure, V.D. & Venkatesh, M.A. & Kallurkar, S.P.
(2006), “Review of JIT practices in Indian
manufacturing industries” 2006 IEEE International

MARKET FORCES

o) A "
LR Bl el
= : N e

i a‘i,wﬁ"& e ;

=l

E e -“ﬁi‘h&ﬁ B e

S .

Conference on Management of Innovation and
Technology 2, art. no. 4037191, pp. 1099-1103.

Waterson, P. & Clegg, C. & Bolden, R. et al. (1999),
“The use and effectiveness of modern
manufacturing practices: a survey of UK industry”,
International Journal of Production Research, Vol.
37, No. 10, pp. 2271 — 2292.

White, M. (1983), “The Japanese style of production
management in Britain”, International Journal of
Operations & Production Management, Vol. 3,
No. 3, pp. 14-21.

White, R. (1993), “An empirical assessment of JIT in
U.S. manufacturers”, Production and Inventory
Management Journal, Vol. 34, No. 2, pp. 38-42.

White, R. & Pearson, J. and Wilson, J. (1999), “JIT
manufacturing: a survey of implementation in

small and large US manufacturers”, Management

Science, Vol. 45, No. 1, pp. 1-15.

Wildemann, H. (1988), “Just-in-time production in
West Germany”, International Journal of
Production Research, Vol. 26, No. 3, pp. 521-538.

Womack, J. & Jones, D. & Roos, D. (1990), “The
machine that changed the world: the story of lean
production”, Rawson Associates, New York.

Yasin, M. & Small, M. & Wafa, M (2003),
“Organizational modifications to support JIT
implementation in manufacturing and service

operations”, Omega, Vol. 31, No. 3, pp. 213-226.

Young, S. (1992), “A framework for successful adoption
and performance of Japanese manufacturing
practices in the United States”, Academy of
Management Review, Vol. 17, No. 4, pp. 677-700.

Zantinga, . (1993), “Improvements in Spanish factories:
towards a JIT philosophy?”, International Journal
of Operations & Production Management, Vol.
13, No. 4, pp. 40 to 49.

Zhu, Z.. & Meredith, P., & Makboonprasith, S. (1994),
“Defining critical elements in JIT implementation:
a survey”’, Industrial Management and Data
Systems, Vol. 94, No. 5, pp. 3-10.

JULY 2012

B S P

e .&‘;;*ﬁ‘%‘)

1@‘.@.‘ *“‘*“"-‘;M&ir"

i
w




